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to Eq. (10), that is, 1 + 0.04a , does not embody any � ow physics
and is essentially a curve � t. However, Fig. 2 shows that Eq. (10)
adequately predicts the behavior of the wing’s a.c. with a , as well
as its dependence on sweep. This expression should prove useful
for conceptualdesign studies.

Substituting Eq. (9) into Eq. (5) gives

C (s)
Uc(s)

=
[cs(s) / K ]

¡
2
3 ¡ a.c. /c

¢

(1 ¡ k pki ) sin a

which on rearranging and solving for the sectional leading-edge
suction (equal to the local vortex lift) becomes

cs(s) =
C (s)

Uc(s)

K (1 ¡ kpki ) sin a¡
2
3 ¡ a.c./ c

¢ (11)

This expression suggests that the reduction in C (s) with increas-
ing sweep is counterbalanced by the rearward shift in the wing’s
a.c. location with increasing sweep. This implies that the relative
invariance of vortex lift with increasing K is a result of reduced
trailing-edgeeffects such that the net vortex lift coef� cient remains
relatively constant.

Conclusions
Polhamus’s leading-edge suction analogy estimates that the vor-

tex lift coef� cient of delta wings is relatively insensitive to wing
sweep. This is despite the reduction in vortex strengthand increased
vortexdisplacementfrom the wing surface that results from increas-
ing sweep. An analytical investigation suggests that the invariance
of the vortex lift coef� cient is a result of increasing slenderness re-
ducing trailing-edge effects. The analysis yields a simple explicit
relationship between the a.c. and leading-edge sweep of a delta
wing. This in turn allows the prediction of the a.c. and its variance
with angle of attack for thin planar delta wings.
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Introduction

L IMIT-CYCLE oscillations (LCOs) resulting from control sur-
face freeplayare of concernin many aircraft because they typi-

cally occur at a dynamicpressurewell below that of the linear � utter
boundary.The stabilityand performanceof the aeroservoelasticsys-
tem is of particularimportancein the presenceof such nonlinearities
that can develop during the life cycle of the aircraft. Results pre-
sented by Vipperman et al.1 served to demonstrate that the control
surface actuators can be used to provide successfully gust allevia-
tion and extend the � utter boundary for a three-degree-of-freedom,
linear, aeroelastic model. Additionally, Vipperman et al.,2 as well
as Frampton and Clark,3 demonstrated that robust control strategies
can be applied in the designof compensatorsfor a family of dynamic
pressures.

The purpose of this work is to investigate the effect of control
surface freeplay nonlinearities on the closed-loop performance of
a three-degree-of-freedom aeroelastic system. In particular, control
systems designed for an open-loop linear three-degree-of-freedom
system were applied to a nonlinear three-degree-of-freedom sys-
tem and evaluated for their performance. It is vital that these linear
compensators display stable, closed-loop response in the presence
of freeplay nonlinearities that may evolve over the life cycle of the
aircraft. Results from this study indicate that the limit-cycle am-
plitudes in both pitch and plunge can be attenuated signi� cantly
through the application of controllers designed for a linear three-
degree-of-freedomaeroelastic system. The primary mechanism of
control serves to convert high-amplitude, low-frequency LCOs to
low-amplitude, high-frequencyLCOs for the case considered.

In previous work the dynamic response of a three-degree-of-
freedom aeroelastic typical section model with a single control sur-
face extendingover the span of the airfoilwas investigatedboth ana-
lytically and experimentally.4 In particular,control surface freeplay
was investigated, and LCOs were observed. The freeplay nonlin-
earity was designed to produce a piecewise linear change in the
structural stiffness of the control surface,4 and the three-degree-of-
freedom model was subjected to two-dimensional, incompressible
� ow. The development of the aeroelastic system follows that of
Edwards et al.5

Three-Degree-of-Freedom System Model Description
As detailedby Conner et al.,4 the three-degree-of-freedom model

here is based upon the state-space model originally proposed by
Edwards et al.5 A schematic diagram of the model is depicted in
Fig. 1. As illustrated, a � ap control surface is attached to the wing,
and a springC b providesa restoringforce to theneutralposition.The
structural nonlinearity introduced for the purpose of this analysis is
a spring with a symmetric freeplay region.

A block diagram of the dynamic system model is presented in
Fig. 2. As illustrated, a structural nonlinearity is included in the
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feedback element associated with the � ap stiffness. The freeplay
nonlinearity,as detailedby Conner et al.,4 producesa piecewise lin-
ear change in the structural stiffness associated with the � ap restor-
ing stiffness.In additionto the dynamicsof the nonlinearaeroelastic
system, thedynamicsof the actuatorused to controlthe surfacewere
modeled as detailed by Vipperman et al.1 The mechanical proper-
ties of the actuator (mass and damping) are added to that of the � ap
while the � rst-order electricaldynamics can be cast in state variable
form as follows:

³
dI (t )

dt

´
=

³
¡

Ract

L act
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¡ Blxact

L act

Blxact

L act

1
L act

8́
<

:

Çb (t)

Ça (t )

v(t)

;
=

;

(1)

where I (t ) is the current in the actuator, Ract and L act are the coil
resistance and inductance, Bl is the electromechanical constant,
xact is the actuatormoment arm, and v(t ) is the appliedvoltage.The
actuator output equation creates the actuator force as follows:

{Fact} = [Bl ]{I (t )} (2)

The parametersdescribingthe geometry of the typical section are
identical to thosepresentedby Conner et al. with a few differences.4

Fig. 1 Schematic of three-degree-of-freedom model (after Conner
et al.4).

Fig. 2 Block diagram of three-degree-of-freedom model with freeplay nonlinearity in � ap restoring spring.

The primary difference is caused by the additionalmass and damp-
ing of the actuator.

Control System Design
The block diagram of the model presented in Fig. 3 was used to

synthesize the controllers for the purpose of this work. The con-
trollers were designed assuming a linear stiffness element (i.e., the
nonlinear element in the block diagram of Fig. 2 was replaced with
a linear stiffness element). 2-synthesis was used to design con-
trollersat each� owspeedpresented.In previousworkbyVipperman
et al.,2 dynamic compensatorswere synthesized to operate over the
entire � ow regime; however, for the purposeof this study, the objec-
tive was to determine the limits of performance at each � ow speed.

Both process noise and sensor noise were used as disturbance
inputs, and the cost function was constructed from the square of the
2-normbetween the error z and the disturbancew . The cost function
can be expressed mathematically as follows:

J = lim
t ! 1

{E[zT (t )z(t )]} = k Tzw k 2
2 (3)

where Tzw is the closed-loop transfer function between z and w.
For the purpose of this work, the disturbance w was composed of
both process noise and sensor noise, as is typical of linear quadratic

Fig. 3 Block diagram of control system design model.
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Gaussian design.The error outputs z were constructedfrom a scalar
weighting of the response in pitch, plunge, and � ap position as well
as a control effort as follows:

z =

2

4Q
1
2
r 0

0 R
1
2

r

3

5
»

y
u

¼
(4)

where Rr is a scalar; y is a vector containing the pitch, plunge and
� ap sensor voltages; and u is the control actuator input voltage.The
weighting matrix Qr is de� ned as

Qr =

2

4
qpitch 0 0

0 qplunge 0

0 0 q� ap

3

5 =

2

4
1 0 0

0 5 0

0 0 1

3

5 (5)

Two alternative design procedures were considered. In the � rst
design alternative the scalar weighting on � ap position q� ap was set
to zero in theerroroutputs.The � ap positionwas thus not considered
as part of the cost function for the � rst test case. However, in the
second test case the � ap position was included in the cost function.
For case 1, qpitch =1, qplunge =1, q� ap =0, and Rr =10 ¡ 10. For case
2, qpitch =1, qplunge =1, q� ap =0.1, and Rr =10 ¡ 10. These design
parameterswere � xed overall � ow speeds investigated.For all cases
pitch, plunge, and � ap were used as outputs to generate the single
control signal, which was applied to the moving coil actuator.

Results
The controllers were designed for the linear system with no

freeplay in the restoring torque applied to the � ap. Controllers were
designed with penalties on response in pitch, plunge, and control
effort. Additionally for comparison, the � ap response was included
in one cost function and not in the other as detailed in the preceding
section. The synthesized controllers were then applied to the non-
linear model including the freeplay. The objective was to quantify
the effect of freeplayon closed-loopperformanceand also the effect
of the dynamic compensator on the closed-loop nonlinear system.

Before considering the response at speci� c � ow speeds, it is in-
structive to review the results obtained from all � ow speeds con-
currently. Consider the results presented in Fig. 4. As illustrated,
the nondimensional rms LCO recorded in pitch, plunge, and � ap
response are presented as a function of nondimensional� ow speed.
The rms amplitudes of pitch and � ap response are normalized with
respect to the freeplay (§2 deg). The rms amplitude of plunge
response is normalized with respect to the product of freeplay
and chord length (0.254 m), and the � ow speed is normalized

Fig. 4 Plotsofnondimensionalrms amplitudeofLCO in pitch,plunge,
and � ap response as well as fundamental � ap LCO frequency as a func-
tion of nondimensional � ow speed.

with respect to the � utter speed for the open-loop, linear system
(U f =23.6 m/s). The dominant frequency associated with the � ap
LCO is also plotted as a function of nondimensional � ow speed
for each case. The open-loop response of the nonlinear system is
presented to provide a basis for comparison.Closed-loop responses
baseduponcompensatorsdesignedfrom the two differentcost func-
tions are compared. As detailed by Conner et al.,4 the open-loop,
limit-cycle behavior displays two distinct regions of response as a
function of � ow speed.

As illustrated, at low nondimensional � ow speed 0.2 ·U /
U f ·0.75, the rms open-loop response for pitch and plunge is
characterizedby a high-amplituderesponse,and the LCO frequency
of the � ap is low (5 Hz). However, for 0.75 < U / U f ·0.85 the
open-loop response in plunge is characterized by low-amplitude
LCO, and the � ap is characterizedby high-frequencyLCO, approx-
imately 10 Hz for the example provided. For 0.75 < U / U f < 0.85
the rms amplitude associatedwith plunge drops dramatically, by an
order of magnitude compared with the rms response observed at
U / U f < 0.75. The decrease in rms amplitude associatedwith pitch
is less dramatic and regains its amplitude at U / U f > 0.85. In gen-
eral, a signi� cant region of transition is observed in the aeroelastic
response,as was detailedby Conner et al.4 However, with the added
inertia of the moving coil actuator and the added dynamics result-
ing from the electromechanical coupling of the transducer, some
deviations in characteristic response are expected.

When the responses to pitch, plunge, and control effortwere used
in the cost function, the rms amplitude of the LCO in pitch and
plunge was decreased dramatically. In fact, upon considering the
fundamental � ap LCO frequency,one observes that the closed-loop
response is characterized by a higher-frequency, lower-amplitude,
LCO over the entire nondimensional � ow regime, which was ex-
pected because the servo-controlled � ap results in a higher closed-
loop bandwidth.To the detriment of the compensatordesignedfrom
thiscostfunction,the � ap responseincreasessigni� cantlyabovethat
of the open-loop response for U / U f > 0.4. The LCO is essentially
transferred from the plunge response to the � ap response, as in a
tuned vibration absorber.

Upon including� ap position in the cost function, the closed-loop
response of the nonlinear system was modi� ed. As illustrated in
Fig. 4, the rms amplitude correspondingto the � ap LCO was main-
tained on the order of that measured under open-loopconditionsfor
0.2 < U / U f < 0.75. The rms amplitude corresponding to the pitch
and plunge LCO was reduced signi� cantly, on the same order of
magnitude as that achieved with the compensator resulting from
the preceding design case. Additionally, the closed-loop response
of the nonlinear system is characterized by a high-frequency � ap
LCO. Again, this high-frequencyLCO in � ap response results from
the extended bandwidth of the closed-loop system.

In both closed-loop control cases the LCO associated with pitch
and plunge was affected in a positive manner, reducing the rms am-
plitudes. However, to adequately constrain the � ap response, one
must also include a penalty on � ap response in the cost function.
Integrating this penalty into the cost function resulted in reduced
rms LCO response associatedwith pitch, plunge, and � ap displace-
ment over all nondimensional � ow speeds. The primary bene� t of
this added performance variable was observed in the reduction of
rms � ap response. The open-loop LCO of the � ap is dominated
by a frequency very close to that associated with the plunge reso-
nance. However, the closed-loopLCO of the � ap is dominated by a
frequency very close to that associated with the � ap resonance.

Conclusions
The purpose of this work was to investigate the effect of a � ap

stiffness freeplay nonlinearity on the closed-loop stability and per-
formance of a three-degree-of-freedom aeroelastic system. Results
from this study demonstrate that controllers designed for the linear
system with � ap restoring force serve to reduce the LCOs asso-
ciated with pitch and plunge while maintaining the same level of
LCO in the � ap response as long as the � ap response is included as
a performance variable in the design of the compensator. The � ap
LCO frequency for the open-loopnonlinearsystem is dominatedby



536 J. AIRCRAFT, VOL. 37, NO. 3: ENGINEERING NOTES

a frequencycorrespondingto the plunge resonance.For the closed-
loop, nonlinear system, the dominant LCO frequency is approxi-
mately that of the � ap resonance.The primary effect of the dynamic
compensator serves to convert the high-amplitude, low-frequency
LCOs of the nonlinear system to low-amplitude, high-frequency
LCOs.
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Modi� cation of a Helicopter
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Nomenclature
h = maximum maneuver height, m
IR = effective inertia of the main rotor, kg ¢ m2

K3 = engine model gain
k = current solution time point
npts = number of points in inverse simulation/maneuver
Q E = engine torque, N ¢ m
Q R = main rotor torque, N ¢ m
QTR = tail rotor torque, N ¢ m
Q tr = transmission torque, N ¢ m
r = fuselage yaw rate, rad/s
t = time, s
tk = time point in inverse simulation/maneuver

de� nition
tm = time taken to complete a maneuver, s
u = control vector
V f = aircraft � ight velocity, m/s
xe , ye, ze = displacements relative to an Earth-� xed inertial

frame, m
y = output vector
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ydes = desired output vector
D t = inverse simulation/maneuver discretization

interval, s
h 0 = main rotor collective pitch angle, rad
h 0tr = tail rotor collective pitch angle, rad
h 1s , h 1c = main rotor longitudinal and lateral cyclic pitch

angles, rad
s e1, s e2, s e3 = engine time constants, s
w = heading, rad
w azi = blade azimuth angle, rad
X = main rotorspeed, rad/s
X i = idling rotorspeed, rad/s

I. Introduction

A N individual blade rotor model has been developedat the Uni-
versity of Glasgow by Rutherford and Thomson1 for use in

helicopter inverse simulation. In the context of helicopter � ight dy-
namics, an inverse simulation generates the control time histories
for the modeled helicopterperforminga de� ned task. To implement
such a model in an inverse sense, it is necessary to adopt a numerical
integration technique similar to that proposed by Hess et al.2 The
generic inverse simulation algorithm (Genisa) used by Rutherford
and Thomson is described in detail in Ref. 1, where the problem of
numerical stability is also addressed.

The helicopter individual blade rotor model (Hibrom) represents
the state of the art in helicopter inverse simulation. Some simplify-
ing assumptionswere made in its development; the most signi� cant
of which is the assumption of constant rotorspeed (see Ref. 1; Con-
clusions). It is important to model this degree of freedom because it
has a direct in� uence on the dynamic behavior of the main rotor. In
addition, the inclusion of the rotorspeeddegree of freedom must be
achieved before other modeling features, such as lead/lag freedom,
can be incorporated.This EngineeringNote describesmodi� cations
made to the inverse algorithm Genisa that allow the rotorspeed de-
gree of freedom to be incorporatedwithin Hibrom.

II. Genisa
The integration-basedinversesolverGenisa is essentiallya modi-

� cationof that documentedby Hess et al.2 and is drivenby speci� ed
maneuver constraints. The starting point is, therefore, a mathemat-
ical de� nition of the desired � ight path to be followed by the sub-
ject vehicle.Genisa operatesby constrainingthe helicopter’s Earth-
referencedaccelerationsalongwith one attitude(headingin the case
of a longitudinalmaneuver), and so the desired output vector ydes is
evaluated for a series of npts discrete time points:

ydes(tk ) = {ẍe(tk ) ÿe(tk) z̈e(tk ) Çw (tk )}T

0 · tk · tm , k = 1, npts (1)

The altitude ze(tk) is speci� ed as a polynomial function of time.
The Genisa algorithmthen proceedsby making an initial estimate

of the applied control inputs that, over a prede� ned time increment,
will result in the helicopter having the desired accelerations and
heading. These control displacements are applied to the helicopter
model, and the equationsof motion are solvedby numerical integra-
tion to obtain the helicopter’s actual states at the next time point. An
iterative scheme is then set up whereby control displacements are
adjusted until the error between desired and actual outputs is within
a prescribed tolerance.This process is repeated for each time inter-
val, yieldinga control time history u(tk ) for the complete maneuver,
where

u(tk ) = {h 0(tk) h 1s (tk ) h 1c(tk) h 0tr(tk )}T (2)

The success of the method just outlined relies on the selection
of a suitable time step D t , over which the applied controls are to
be held constant. The rotor forces and moments are calculated by
integrating elemental forces over the span of each blade. Because
the velocity at each spanwise locationvaries as the blade rotates, the
total force calculated is harmonic with period equal to a complete
revolutionof the blade (or 1/ n revolutionsof an n-bladedrotor). For


